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Abstract— The impact of the Covid-19 pandemic over the past two years has slowed down the economy, including the market of used cars. 

However, the recent decline in the number of cases infected with Covid-19 has reignited interest in the used car market. One of many 

persisting issues found in the used car market is that sellers want the highest price possible; but, buyers and used car dealers bid the lowest 

price due to economic stability uncertainty. To accelerate the recovery of the used car industry, various innovations are required. This 
study proposes the use of the K-Nearest Neighbors (KNN) regression model to predict used car prices to address this issue. The proposed 

KNN model is a machine learning algorithm which is capable of handling multi-dimensional data and its robustness to noisy data, making 

it suitable for predicting used car prices based on multiple factors. By analyzing collected data on used car prices, a machine learning-

based regression model can be developed to predict used car prices based on factors commonly used in the used car industry, such as year 
of production, car type, car condition, and others. This study makes use of 504 used car data collected through web scraping as a secondary 

data collection method. With a relatively small error rate of 8.3% and an R2 value of 98.8%, the results of this analysis can provide insight 

for used car buyers and sellers, to better gauge the price of used cars in the market.  

Keywords: Used Cars, Machine Learning, Multiple Linear Regression, Polynomial Regression, K-Neighbors Regression. 

 

I. INTRODUCTION 

The COVID-19 pandemic has presented several 

obstacles to the used car market over the past two years. 

While the pandemic persists, there are signs of gradual 

recovery. The resurgence of the domestic economy has 

contributed to the revival of the used car industry, 

including the Indonesian market [1]. 

Since fuel prices have increased, the sales of used 

cars have also increased by around 10 percent [2]. 

There is often a perception that used cars are not worth 

buying or selling. In reality, used cars do not mean they 

cannot be used. There are also used cars that are still of 

good quality and still suitable for use. Several factors 

can usually affect the selling price in the purchase of 

used cars, such as fuel type, total kilometers traveled, 

registration type, and others [3]. 

However, a problem arises in the sale of used cars. 

Owners of used cars may feel that showrooms offer 

deficient prices, on one side showrooms believe that 

their offers are fair.  However, this creates a trust issue 

between the owner of the used car and the showroom 

who are offering the prices [4]. To address this issue, a 

third party is crucial. This program for predicting used 

car prices aims to serve as a third-party application to 

tackle this problem. The dataset used for this case is 

related to used cars and was obtained by scraping data 

from the carsome.id website independently. 

 

II. RESEARCH METHODS 

In recent years, there has been a growing interest in 

using machine learning techniques for predicting used 

car prices. Numerous studies have proposed various 

models to address the task of price prediction based on 

multiple parameters. In a study done in [5], the authors 

examine the increasing trend of Machine Learning and 

its applications in different fields, one of which is 

predicting house prices. The suggested model employs 

certain features such as the number of bedrooms, age 

of the house, availability of transportation and 

educational facilities, as well as nearby shopping malls 

to estimate house values. The research employs several 

methods including decision tree classification, decision 

tree regression, and multiple linear regression, and it is 

executed through the Scikit-Learn Machine Learning 

Tool in a particular area of Andhra Pradesh, India. The 

created model can potentially assist buyers in finding a 

suitable house based on their requirements. 

In another study from [6], the authors address the 

surging cases of COVID-19 and the necessity of 

advanced technologies like Machine Learning (ML) to 

monitor and forecast the virus's spread. The proposed 

approach endeavors to estimate the number of 

individuals infected with COVID-19 by utilizing four 

ML models, namely Neural Network (NN), Support 

Vector Machines (SVM), Bayesian Network (BN), and 

Polynomial Regression (PR). Five performance 

parameters were employed to assess the efficiency of 

each model. The findings indicate that NN exceeded 

the other models, while SVM exhibited poor 

performance in all forecasts. The research provides 

optimism owing to the reduced death rate and proposes 

an ongoing need for the combination of data and case 

interpretation for future prospects. 

Further study in [7], the author proposed the surge 

in the popularity of bicycle exercise during the 
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pandemic, leading to increased sales and bike 

shortages. However, potential buyers are still unsure 

about which type of bicycle to purchase. The study 

gathered data from 242 bicycle users in Java Island, 

Indonesia, using various predictors to determine the 

type of bike purchased. The study utilized several 

classification methods to create a predictive model, 

which resulted in the Support Vector Machine and 

Decision Tree models having the highest accuracy of 

90%, while Naive Bayes has the lowest accuracy of 

73%. The model can assist potential buyers in choosing 

the appropriate bike. 

Much success has been made in utilizing machine 

learning methods for value or number prediction based 

on specified parameters. The above studies not only 

prove the possibility of predicting values accurately 

and reliably but also that such methods could be 

implemented for the price prediction of a myriad of 

interests, such as used cars.  

A study conducted on the Croatian used-car market 

in [17] implemented data mining and analysis 

techniques to achieve a 95% prediction or testing 

accuracy by training a linear regression model. To 

further validate the model's performance, the authors 

introduced a second dataset taken 3 months later and 

successfully identified the contrasting relationship 

between the decrease in average kilometers traveled 

and the increase in average prices in the market.  

The study in [15] presents a system for predicting a 

fair price for any pre-owned car in the Mumbai region 

of India by comparing the performance of a Random 

Forest (RF) algorithm to an eXtreme Gradient Boost 

(XGBoost) algorithm. The study found that the 

XGBoost algorithm achieved an RMSE of 0.53 while 

the RF algorithm achieved an RMSE of 3.44; hence, 

concluding that the XGBoost algorithm outperformed 

the RF algorithm in accurately predicting used car 

prices. 

A nuanced study in [16], through exploratory 

analysis and the testing of various machine learning 

algorithms for predicting used car prices, found that the 

XGBoost algorithm achieved an R2 score of 91% while 

the RF model came in second. The study highlights that 

the RF model was capable of outperforming the 

XGBoost model based on LMAE evaluation methods. 

Contrary to the previous studies, a study conducted 

in Bangladesh in [18], successfully implemented an RF 

machine learning model to achieve a 99.59% testing 

accuracy in predicting the future costs of automobiles 

in Bangladesh by analyzing and identifying patterns in 

the dataset.   

Various machine learning models have been 

proposed for predicting prices, especially for used cars. 

Based on all the above studies, it is reasonable to 

conclude that the best ML model depends on the 

specific problem and the available dataset at hand, as 

well as the desired trade-off between accuracy and 

interpretability when evaluating the model's 

performance. 

 

III.  RESULT AND ANALYSIS 

Machine learning is a field of artificial intelligence 

that deals with the development of algorithms that 

allow computers to learn from data and make 

predictions or take actions without being explicitly 

programmed [19], [20]. There are three types of 

machine learning: supervised learning, unsupervised 

learning, and reinforcement learning [21]. 

Linear regression is a supervised learning algorithm 

used to model the relationship between a dependent 

variable and one or more independent variables [22]. 

Linear regression aims to find the line of best fit that 

minimizes the sum of squared differences between the 

predicted and actual values [22]. Hence, linear 

regression performs better as the linearity between the 

independent variables increases, hence the name 

“linear regression”.  Another type of regression is non-

linear regression, a regression analysis in which the 

relationship between the independent variable x and the 

dependent variable y is modeled as an nth degree 

polynomial [23]. Unlike linear regression, non-linear 

regression models can capture complex relationships 

between the variables. Non-linear regression models 

are more flexible than linear regression models and are 

used when the relationship between the variables is not 

linear. 

K-Nearest Neighbors (KNN) is a supervised 

learning algorithm that is commonly used for 

classification tasks but can also be used for regression 

tasks [24]. In a regression problem, KNN works by 

finding the K nearest points in the training data to a 

given point and then calculating the average of those K 

points as the predicted value for the given point [24]. 

There are several reasons why KNN can be a good 

choice for regression problems, including: 

1. Simplicity: KNN is a simple algorithm that 

requires little prior knowledge of statistical models or 

feature engineering. It is easy to implement and can be 

used for a variety of regression problems. 

2. Flexibility: KNN can model non-linear 

relationships between variables, making it suitable for 

a wide range of regression problems. 

3. Handling Missing Data: KNN resiliently 

adapts to missing data, as it only predicts based on the 

nearest neighbors and not the entire dataset. 

Compared to other models, KNN is an excellent 

algorithm for resolving regression problems, especially 
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when compared to more complex models such as deep 

learning algorithms. KNN is often faster and easier to 

train than deep learning algorithms, and it provides 

local interpretability, which is often not the case for 

deep learning algorithms. Additionally, KNN does not 

require large amounts of data to perform well, making 

it suitable for small or medium-sized datasets. 

 

3.1.  CRISP-DM (Cross-Industry Standard Process 

for Data Mining) Cycle 

The CRISP-DM (Cross-Industry Standard Process 

for Data Mining) cycle is a widely used methodology 

for data mining or analytics projects. It is a structured 

approach that provides a framework for managing and 

executing data mining projects from start to finish [8]. 

The CRISP-DM cycle consists of six phases [9]:  

 

 
Figure 1: The CRISP-DM Cycle. Adapted from 

[10]. 

 

1. Business Understanding 

During this phase, it is necessary to have knowledge 

about the business object, such as how to obtain or 

build data, and how to align modeling goals with 

business objectives to create the best possible model. 

The activities carried out in this project include clearly 

defining the main goals and problems in a general 

sense, translating these goals, and determining 

limitations when formulating data mining problems. 

Finally, an initial strategy is prepared to solve the 

problems identified. 

2. Data Understanding 

The Data understanding phase focuses on collecting 

and exploring data to gain insights into its 

characteristics and quality [11]. In this project, the data 

exploration was conducted using EDA charts to 

determine interesting facts about the data. EDA 

(Exploratory Data Analysis) is a statistical approach to 

analyzing data that focuses on discovering patterns, 

relationships, and anomalies in the data. 

3. Data Preparation 

The focus of the data preparation phase is to clean, 

transform, integrate, and reduce data to make it suitable 

for modeling. The main objective is to ensure that the 

data is relevant, accurate, complete, and consistent with 

the business problem. In this project, it is essential to 

prepare the data so that it can be used in the subsequent 

steps, such as converting strings to numbers. 

Furthermore, it may be necessary to clean the data by 

eliminating duplicates, missing values, and outliers. 

Additionally, integrating the data may be necessary 

too, which involves merging data from various sources 

and ensuring consistency. Finally, it may be necessary 

to reduce the data by selecting the most relevant 

features, to prevent the model from being overly 

complex or biased. These tasks enable the data to be 

prepared for modeling in the next phase of the CRISP-

DM cycle. 

4. Modeling 

The modelling phase involves selecting and 

applying appropriate modeling techniques to build 

predictive or descriptive models. This project uses 

various models of regression, which involves fitting the 

data to the chosen model and determining the model's 

accuracy in predicting the dependent variable based on 

the independent variables. The modeling process may 

also involve selecting the best model based on its 

performance and fine-tuning its hyperparameters to 

improve its accuracy. 

5. Evaluation 

The evaluation phase focuses on evaluating the 

performance of the models and assessing their 

effectiveness in meeting project objectives. The 

previously created model is assessed and validated. 

Various evaluation techniques are employed to assess 

the performance of the model, such as comparing the 

model's predictions to actual data, assessing the 

model's accuracy, precision, recall, F1 score, RMSE, 

MAPE, R2, and other relevant metrics to ensure its 

effectiveness and applicability [12]. 

6. Deployment 

The deployment phase involves deploying the 

models into a production environment and integrating 

them into the business processes to deliver the desired 

results. This refers to the process of implementing the 

model in a real-world scenario and making it accessible 

to end-users or stakeholders. During this phase, several 

tasks need to be performed, such as creating 

documentation and user manuals, providing training to 

stakeholders or users on how to use the model, 

integrating the model with existing systems or 

processes, and ensuring that the model is regularly 

maintained and updated to keep it relevant and 

effective. 
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3.2.  Data Scraping Process 

The data scraping process is done by utilizing a  

website extension from webscraper.io to scrape data 

from the carsome.id website. Here are the steps: 

1. Use the “Inspect Element” function from a browser. 

Then, enter the “Web Scraper” tab and create a new 

sitemap. 

2. Enter selectors based on the carsome.id selected html 

tag. 

3. Choose the type of selector based on the chosen html 

tag:: such as link, text, or image. 

4. After all the data is properly selected, run the 

“Scrape” function and the extension will perform the 

scraping automatically. 

5. Wait for the extension to finish scraping the data. 

After it's done, the data can be exported in .csv format. 

 

3.3.  Data Understanding & Data Preparation 

The used car dataset has 13 features and 504 rows of 

data. This dataset includes the following features: 

Brand, Fuel Type, Current Color, Seat, Registration 

Age, Registration Type, Current Mileage, Spare Key, 

Service Book, Principal Warranty, Road Tax Exp Age, 

Location, and Price. 

 

 
Figure 2: Brand’s Feature Pie Chart 

 

 
Figure 3: Fuel Type’s Feature Pie Chart 

 
Figure 4: Seat’s Feature Bar Plot 

 

According to the problem above, the target variable 

for the regression analysis will be the “Price” column. 

Before moving forward, it is suggested to lowercase all 

objects/categorical to minimize any variations in 

spelling. 

All date-related variables in the dataset are converted 

into ages value while data splitting and formatting is 

implemented on some features so data processing could 

be done later. In detail, features which contain date-

related information will be transformed to age. 

Continuing the process, all numerical features were 

made sure to have an ‘Integer’ data type. Then, all 

remaining categorical features were then converted into 

numerical features. Lastly, dataset information is 

checked to see if there are any empty rows/columns or 

if the data types are already in integer format. 

 

 
Figure 5: Checking Dataset Information 

 

Exploratory Univariate 

With regards to exploring univariate variables, data 

count, mean, standard deviation, minimum and 

maximum values, and quartiles of the “price” column, 
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is displayed with the python’s ‘describe’ function. It 

can be seen from the output that the range of car prices 

ranges from 78 million rupiah to 1.163 billion rupiah. 

 
Figure 6: Displaying “Price” Data Description 

 

Next, outliers from all numeric features of “Seat” 

and “Registration Age” were able to be found, by 

displaying boxplots. However, outlier removal was not 

necessary as outliers are still valid in this case. 

 

 

 

 
Figure 7: Searching Outliers 

 

Exploratory Bivariate 

Displaying the correlation between variables using a 

heatmap. 

 

 
Figure 8: The heatmap shows the correlation between 

different variables 

 

According to the heatmap above, several features are 

strongly correlated with the target variable “Price”. The 

“Fuel Type” and “Registration Age” features have the 

highest correlation among other variables and thus 

have a greater influence in determining the used car 

prices. 

 

Binning and Resampling Data 

Based on the result of the “Price” feature boxplot, the 

distribution of the obtained data is not even. Therefore, 

the binning process is needed to divide the "Price" 

feature into several parts. This feature is divided into 3 

parts: “lite”, “standard”, and “premium”. Afterward, 

the data needs to be rechecked for its data distribution. 

To resolve an uneven distribution of data, a resampling 

process is necessary to balance the distribution of data 

without reducing the existing information. 

 

3.4.  Data Modelling 

3.4.1.  Train Test Split 

To start the data modelling process, separation of the 

dataset into independent variables, identified as X and 

dependent variables, identified as Y, were done using 

‘loc’. The y variable is filled with the ‘Price’ column in 

accordance with the target variable at the beginning, 

while the X variable is filled with the other columns 

except ‘Price’.'MinMaxScaler' is used to normalize the 

data which reduces the minimum data range to 0 and 

the maximum data range to 1. 

After going through all the processes and 

normalization above, data splitting is done in which 

70% of the data is used for training and the rest 30% is 

used for testing. The random_state value can be set to 

any number, but in this case, it will be set to 0 to ensure 

its consistent results when run repeatedly. 
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3.4.2.  Regression Model Analysis 

After preparing the data, regression analysis was 

performed using several models such as Linear 

Regression (LinearRegression), Polynomial 

Regression (Polynomial Features), and K-Nearest 

Neighbors Regression (KNeighborsRegressor). 

 

3.4.3.  Multiple Linear Regression 

Almost all problems in the current reality have 

multiple variables. Linear regression which involves 

more than one variable is called Multiple Linear 

Regression [5]. Its operation is almost the same as 

Simple Linear Regression, the difference lies in the 

evaluation of the model. Implementation-wise, a 

multiple linear regression model was created using 

LinearRegression. Variables are then created to store 

the prediction results based on the test data. 

 

3.4.4.  Polynomial Linear Regression 

The Polynomial Regression model is commonly 

used to analyze the relationship between the 

independent variable (X) and the dependent variable 

(y). The evaluation model produced by polynomial 

regression always uses a polynomial degree based on 

the independent variable [6]. 

As for implementation, a polynomial regression 

model using PolynomialFeatures was created. X 

variables were then re-trained in the polynomial 

regression model. Lastly, a variable is initialized to 

store the prediction results based on the test data. 

 

3.4.5.  K-Nearest Neighbors Regression 

K-Nearest Neighbors (KNN) is a method with a lazy 

learning or instant-based learning algorithm approach, 

resulting in less time required for training [13]. KNN 

can work by using the similarity between new data and 

other existing data (k) in the nearest positions [7]. 

There are several formulas for finding the distance 

between neighbors (k), such as euclidean, manhattan, 

etc. 

GridSearchCV was used for determining the best 

number of k-neighbors, or in other words, parameter 

tuning. Then, the model KNeighborsRegressor was 

used to train the dataset to make the most suitable K-

Nearest-Neighbors Regression model for the dataset. 

Lastly, a variable was initialized to hold the prediction 

results based on the test data. 

 

3.5.  Model Evaluation 

Regarding acknowledging the performance of the 

models, Goodness-of-Fit of all regression models was 

displayed. The Goodness-of-fit of all the models can be 

obtained by comparing the test data results and 

prediction results. 

 
Figure 9: Model Evaluation 

 

Root Mean Squared Error (RMSE) 

Root Mean Squared Error (RMSE) is a commonly 

used metric to evaluate the performance of a regression 

model [14]. It measures the square root of the average 

of the squared differences between the predicted values 

and the actual values. In other words, it measures the 

deviation of the predicted values from the actual values 

and provides a single number that represents the 

average error of the model [14]. The smaller the value, 

the better, as it concludes that the model has a small 

margin error [14]. In this case, the smallest error for the 

price is 36 million. 

 

Mean Absolute Percentage Error (MAPE)  

Mean Absolute Percentage Error (MAPE) measures 

the average absolute percentage difference between the 

actual and predicted values of a variable [14]. MAPE is 

useful in measuring the accuracy of a forecasting 

model, as it provides a sense of the magnitude of the 

errors in the predictions relative to the actual values 

[14]. MAPE ranges from 0 to 1 (valued as a percentage) 

[14]. The closer to zero the value, the more accurate the 

prediction results [14]. MAPE indicates the average 

percentage rate of absolute errors [14]. In this case, the 

smallest error for the prediction results is 8.3%. 

 

Coefficient of Determination (R2)  

Coefficient of Determination (R2) is used to 

determine the proportion of the variance in the 

dependent variable that can be explained by the 

independent variable(s) [14]. R2 ranges from  0 to 1 

(valued as a percentage) [14]. The closer to 1 the R2 

value is, the more the prediction results match the 

actual results [14]. In this case, the highest matching 

percentage is 98.8%.  

Based on the above evaluation, The k-neighbors 

regression model produces the lowest rate of error in 

predicting the prices of used cars. KNN regression 

model can determine where new data should be placed. 

This dataset of used cars only consists of 504 data 

points, which is considered a small amount, making the 

k-neighbors regression model well-suited for use.  

In addition, it was observed that the k-neighbors 

regression model's performance is significantly 

affected by the number of neighbors used, as a higher 

number of neighbors led to lower accuracy and a lower 

number of neighbors produced better results. This 
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emphasizes the importance of tuning the model's 

hyperparameters to achieve optimal performance. 

 

Overall, the k-neighbors regression model proved to 

be effective in predicting the prices of used cars. 

However, further research and experimentation can be 

conducted to improve the model's accuracy and 

robustness, such as exploring other regression models 

and incorporating more relevant features. 

 

 

VI. CONCLUSION 

In conclusion, this study has successfully 

demonstrated the effectiveness of the K-Nearest 

Neighbors (KNN) regression model in predicting used 

car prices. The model’s performance was evaluated 

using three key metrics: Root Mean Squared Error 

(RMSE), Mean Absolute Percentage Error (MAPE), 

and Coefficient of Determination (R^2). The model 

achieved a relatively small RMSE of 36 million, 

indicating a small margin of error. The MAPE was 

8.3%, suggesting a high level of accuracy in the 

prediction results. Furthermore, the R2 value was 

98.8%, indicating a strong correlation between the 

predicted and actual results. 

This model can be a valuable tool for both buyers 

and sellers to gain insights into the possible price range 

for buying or selling used cars while also helping 

showrooms offer more accurate prices. The study 

ultimately demonstrates the significance of 

hyperparameter tuning and the inclusion of relevant 

features to enhance the model's accuracy. While the 

dataset in this study was limited, the k-neighbors 

regression model can be applied to larger and more 

diverse datasets to further enhance its performance. 

Ultimately, the K-neighbors regression model holds 

great potential for aiding individuals and businesses in 

the automotive industry in making informed decisions 

regarding the purchase and sale of used cars. 

 
Figure 10: Model Evaluation 

 

THANK-YOU NOTE 

Thank you to the IJCIS Team for taking the time to 

create this template. 
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